
differing backgrounds in international affairs. Most local 
libraries will have the books in their collections. It is well to 
remember that there often is little time to study once a 
contract has been signed to assist witli a project in a foreign 
country. Getting the necessary immunization shots, filling out 
required forms. getting business affairs in order, and similar 
time-consuming activities leave little time for background 
reading. 

After becoming lanliliar with the technical language and 
literature of overseas work, it is necessary to determine tlie 
opportunities an individual may have with a particular level of 
education and experience. There is a wide range of experience 
and degree of skill desired by the various agencies which 
recruit development technicians. Sometimes even within the 
same organization this range is surprisi~igly great. As 
mentioned by Trail3 in his excellent book: "Peace Corps 
volunteers probably best represent this range. Tlie majority of 
volunteers recruited to work abroad are young, unskilled 
college graduates: however, in the same training program for 
tlie same project, one may find highly specialized college 
professors training for the same job." 

Trail lists the following general characteristics of the typical 
technician: - 1. His training and experience have been mainly within the U.S. 

2. He knows no language other than Eriglisti. 
3. His knowledge of foreign cultures and environnients is very slight. 
4. His acquaintance with world events, U.S. history and foreign 

policy, and economic development is no more than die average 
professional within liis group. 

5.  I-Ie has little luiowledge, if any, of  impact of  techriological change 
in the developing areas. 

6.  He is, in effect, a person with some degree of  professional skill 
selected by the technical assistance agency to carry out some 
aspect of  the program overseas. 

Government. voluntary. business, u~uversity and religious 
agencies all have recruiting programs. The book by Trail 

includes specific nanies and addresses of the various agencies. 
The more flexible an individual can be about such things as 
starting date and length of service, the easier it will be for him 
to obtain employment. 

As noted by FosteP in his book. "Tlie peoples of newly 
developing countries recognize the world as changing rapidly; 
they want and need economic and technical help of many 
kinds. American technical experts in such fields as public 
health, agriculture, education, and conmunity developnlent 
are as well trained and professionally competent as any in the 
world." 

Anyone who has worked successfully in a foreign courltry 
for any extended period of time will agree with Toynbeej that 
the rapid expansion of technical assistance activities to the 
newly developing countries of the world is both man's greatest 
challenge and contribution of the twentieth century. The tips 
provided in this article should help anyone truly interested in 
becoming part of this great adventure to make decisions based 
on knowledge rather than unsupported guesses. 
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Teaching the Analysis of Variance Concept 
Elmer Gray 

Western Kentucky University 

Biological organisms are characterized by variation. The 
use of statistics to analyze biological variation has become 
well established. The analysis of variance is one of the most 
widely used procedures for analyzing biological experiments. 

T h e  analysis of variance concept and procedure were 
developed by R. A. Fislier in tlie 197-0's and subsequently 
Iiavc been employed in many different statistical analyses. 
Any biological measurement. such as yield. height, cliemical 
conlposition, rate of growth, etc.. consists of  various effects. 
For example, the weight of a pig would be affected by tlie 
population mean weight o r  pigs, tlie particular litter from 
which the pig came. the diet it had received, and some unex- 
plainable factors. The analysis of variance permits the experi- 
m e n t e r  t o  o b j e c t i v e l y  measure tlie various effects of 
components of a measurement. The variability in nieasure- 
ments or  observations is analyzed and allocated to the various 
effects. The experimenter wants to  know whether the varia- 
bility due to  controlled factors is meaningful in  terms of the 
variability due to uncontrolled factors. Objectivity in analyz- 
ing research data is an essential part of the scientific method. 

Greater emphasis on research appreciation and training has 
necessitated teaching introductory statistics courses at the 
undergaduatc level. The purpose of this treatise is to develop 
an explanatory method of teaching the analysis of variance 

l~ontribution froni tlie Department of Agriculture, Western Kentucky 
University. Rowling Green, Kentucky 42101. 

concept in an introductory statistics course. The method will 
be illustrated for two of tlie simpler experimental dcsigns - 
completely randonlized and randomized complete block. 

Completely rando~nized design - The completely mndom- 
ized design (CRD) is the simplest experimental design. Treat- 
ments are randomly assigned to the entire experinlental area: 
therefore, every experimental unit has an e q ~ ~ a l  probabilily of 
receiving any treatment (Fig. 1). Advantages of the CRD 
result from its flexibility arid simplicity. The number of obser- 
vations may vary from treatment to treatment. Tlie loss of 
infomution resulting from missing observations is small in 
comparison t o  losses in otlier designs. Tlie number of degrees 
of freedom associated witli experimental error is greater for 
the CRD than for other designs. The main disadvantage of tlic 
CRD results from the fact that all the variation aniong experi- 
mental units, except that due to  treatments. is iiicludcd in tile 
experimental error. The CRD is suitable when the experi- 
mental  nits are homogeneous o r  when t h e n  is no systematic 
gradient in the variability an~ong  heterogeneous experimental 
units. 

The model for the CRD is Xij = + T i  + Eij. This is a lincar 
o r  an additive model in whichl any observed value. Xij, is the 
sum of  three parts: p. an overall mean; Ti, a treatment effect; 
and Eij, tlie Lrror or  unexplained portion of the observation. 
The i's refer t o  treatments and take on  values from 1 to  the 
number of treatnicnrs (t). The j's refer to  replications within 
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the treatment and take on  values from 1 t o  the nun~ber  of 
replications (r) in the treatment. S o ~ n e  hypothetical data and 
the appropriate symbols for the CKD are given in Table 1.  

In the conventional analysis of variance procedure the sums 
of squares (SS) are calculated as follows: 

Total unadjusted SS = C(Xij)2 = 3 2  + 4 2  + . . . + 92 = 354 
Correction factor (CF) for the overall mean = ( C X i j ) Z / ~ ~  = 

(3  + 4 + .  . . + 9 ) 2 / 9 =  324 
Total adjusted SS = Total unacljustcd SS - CF = 3 5 4  - 324 

= 3 0  
A m o n g  treatment S S  = C ( X i . ) 2 / r  - C F  = 

(122 + 182 + 242)/3 - CF 
348 - 324 = 34 

\iVitliin treatment SS = Total adjusted SS - Among treat- 
ment SS (Error SS) 

3 0  - 34 = 6 
Variation aniong the observed values (Table 1 )  has been parti- 
tioned and allocated to the sources. This is demonstrated 
graphically in Fig. 2. l~liportance of the relative magnitudes of 
the among and within SS will be considered later. 

T h e r e  i s  a r e l a t i o n s h i p  b e t w e e n  t h e  m o d e l ,  
Xij = ~1 + 'Ti + Eij, and tlie above analysis of variance procc- 
dure. This relationship can be explored by calculating the 
individual components of each Xij value. The components of 
X1 are calculated as follows: 

X, ,  = ~ + r l  + E l ,  
3 = 6 + ( 4  - 6 ) + e l  
3 = 6 + ( - 2 ) + € ]  1 

3 ' ' I+el  1 
3 - 4 ' ~ ~  
- I  = E l ,  

The overall mean or  p is 6, the cl'fcct of treatment 1 is a 7 ,  
and the error associated with XI  I is - 1.  These values have 
been calculated fur each Xij and are presented in Fig. 3. The 
CF (324)  from the analysis of variance is the same as the nine 
p's squared and summed (9 x 6 2  = 324). The among treat- 
merit SS of 24 is equal to the individual treatment effects 
(Ti's) squared and sumnied (-22 + -22 + -22 + 02 + 02 + 02 
+ 2' + 22 + z2  = 24). The within treatment orerror SS of 6 is 
equal to the nine eij's squared and summed (- I * + O2 + 12 + 
1 + 1 + O2 + - 1 + O2 + 1 = 6 ) .  This ~ r ~ e t h o d  of partitioning 
and allocating the SS to the sources of variation illustrates the 
relationship between tlie model and the analysis of variance 
procedure, but  is more cumberson~e than the conventional 
method. 

The next step is to compare the relative magnitudesof the 
among treatment and within treatment SS. Tlie aniong treat- 
ment SS is the  controlled variability; whereas, the within 
treatment SS is the uncontrolled variability o r  error. Are the 
differences among the treatment means meaningful when 
compared to  the within treatment differences? Since it is not 
possible t o  prove anything with statistics. the procedure is t o  
disprove something with some probability of  being wrong in 
the conclus io~~.  Therefore, the null hypothesis. a hypothesis 
of no difference, is used. The experin~enter assu~nes that there 
are no differences among the treatment means, but may dis- 
prove this assumption at some level of probability. 

In the present example. the null hypothesis is that there are 
n o  differences among tlie three treatment means. In order to  
determine whether this hypothesis should be accepted o r  
rejected, the among treatment and within treatment SS or  
variability must be compared (Table 2). However, SS are not 
compared directly because the number of degrees of freedom 
(df) vary with the sources of variation. Degrees of freedom are 
the number of unrestricted sums of squares for observations. 
The number of degrees of freedom equals the total number of 

observations (n) minus the number of  restrictions imposed 
(Fig. 4). In the CRD. calculation of the C F  isonerestriction: 
therefore. the total df is n-I. This total is divided into the 
aniong treatments (t- 1) ant1 within treatments t(r-1) (Table 
7). In thc present exaniple. n = 9. total df  (n- 1) = 8, among 
treatrnent df(t-1) = 7. and within treatment df( t ) ( r - I )  = 6. 

The SS associated with a source of variation is divided by 
the df associated with th:~t source of variation t o  give an 
average value or mean square (MS). Accept ance or  rejection of 
the null hypothesis is based upon the relative niagnitudes of 
appropriate mean squares. In tlie CRD. the among treatment 
MS is divided by the within treatment or  error MS. Error blS is 
a measure of the ilnco~ltrolled variability or  the variability 
among experimental units treated alike. In the example being 
considered, the observed values of  3. 4. and 5 indicate the 
witliin variability for treatment number 1.  The failure of 
experimental units, treated alike, to respond the same reflects 
inherent variability in the experimental units o r  inconsist- 
encies in the experimental techniques. The among treatment 
hlS contains the error effect plus the treatment effect if the 

t 
null hypothesis is not truc. If the null hypothesis is true. 
differences among means arc due to the random ~ i j ' s  and it is ! 
expected that the treatment mean square would be equal to  
tlie error mean square. 

The F test is a ratio of two mean squares. For the CRD, 
Anlong treatment b1S - error effect + treatment effect - 

F = Within treatment his error effect 
When there is no  treatment effect, the F value would be 
expected to fluctuate around 1.  As the treatment effect 
increases, the F value would be expected to increase. Tables 
are available which give thc probabilities of chance occur- 
rences of F valucs of diffcrenl magnitudes. In the present 
example. calculated F was 1'7 (Table 2). According to  the F 
table, a valuc of  12 with 2 ant1 6 df is expected to occur less 
than 1 / 100 due to  chance; 11iercfore. the differences among 
the treatnients are said to be highly significant. Since there 
appear to be meaningful or  real differences aniong the treat- 
ments, the null hypothesis of no difference would be rejected. 
and an alternative hypothesis of difference among treatments 
would be accepted. 

The highly significant F indicates that there are differences 
among the three treatment means being compared, but does 
not indicate which means are different. The lowest mean is 
expected to  be different from the highest mean (3 vs. 8 in 
Table 1). but the highly significant F does not indicate 
whether these means are different from the intermediate 
mean of 6. Each treatment mean can be compared with every 
other treatment mean through the appropriate use of indivi- 
dual degree of freedom comparisons o r  through the use of 
mean separation techniques. 1 

Randonlized complete block design - The randomized 4 
complete block design (RCB) differs from the CRD in that the 
treatments are grouped into blocks (Fig. 5). A block contains 
one set of the treatments. Grouping is used to get the condi- 
tions within a block as uniform as possible: therefore, any 
observed differences will be largely due to  treatment effects. 
In order to keep tlie within block variability to  a minimum. 
the block must run perpendicular to the gradient (Fig. 5). 
Differences among blocks are renioved from the experimental 
error. In the CRD replications provided a basis for estimating 
experimental error. In tlie KCB. blocks (also implying replica- 
tion) serve not only this purpose, but also make possible 
reduction of the uncontrolled variability. The block df  and SS 
are taken from the error df and SS. respectively. For the RCB 
to be more efficient than the CRD. the error SS must be 
reduced proportionally more than the error df. In other 
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words, blocks should remove a significant amount of the 
variation. Variation among blocks adds to the credibility of an 
experiment: whereas, variation within blocks takes from the 
credibility of the experiment. 

The RCB. design or  some modification of it, is the most 
common design used in biological research. The analysis of 
variance procedure is relatively simple for the RCB. hiissing 
data may be estimated arithmetically so that the experiment 
can be analyzed. As the blocks become large. the within block 
variation increases thereby increasing the cxperiniental error. 
Thus is the main disadvantage in the RCB. 

T h e  l i n e a r  o r  additive model fo r  t he  RCB is 
Xij = /.I + Ti + Pj + Eij. Any observed value. Xij. is the sum of 
four components: whereas. cach observed value in the CRD is 
the sum of three co~nponents. In the RCB model, p ,  Ti. and Eij 
have the same meaning as they had in the CRD. The fourth 
component. pj, is the important difference between tlie two 
models. Since the treatments are grouped into blocks in the 
RCB, each observation contains a block effect. Hypothetical 
data and the appropriate symbols for the RCl3 are given in 
Table 3. 

Calculations of the SS in the analysis of variance procedure. 
is as follows: 
Total unadjusted SS = Z(XijI2 = 1 ' + 3' +. . . + 42 = 285 
Correction factor (CF) for the overall mean = (ZXij)'/n = ( 1 + 

3 +  . . .+ 4)'/9=225 
Total adjusted SS = Total ~tnadjusted SS - CF= 9-85 - 225 = 

60 
Treatment SS = Z(Xi.)2/r - C'F = (62 t 242 + 1 52 )/3 - C'F = 

279 - 27-5 = 54 
Block SS = Z(Xj)*/t  - CF = ( 1  5'- + 172 + 13913 - CF = 

9-27.67 - ?25.00= 7.67 
Treatment X Block SS = Total SS - (Trcatmcnt SS + Block 

SS) (Error SS) 
= 60 - (54.00 t 2.67) = 60.00 - 56.67 = 3.33 

The variation has been partitioned and allocated to the sourcc 
as illustrated in Fig. 6. 

The relationship between the RCB model. Xij = p  +Ti +Pj + 
Eij. and the analysis of variance procedure can be seen by 
calculating the individual components of each Xij valuc. The 
conlponents of X, , are calculated as follows: 

X , ,  =cc+T, +PI + E l  1 
1.00=5.00+(2.00- 5.00)+(5.00- 5 . 0 0 ) + ~ ,  
l .OO= 5.00 + (-3.00) + 0 +El 1 

l .00= 3.00+e, 
1 .OO - 2.00= El  1 

- l . O O = E l l  

The overall mean or p is 5.00, the effect of treatment 1 is 
! -3.00, rhe effect of block 1 is 0, and the error associated with 

X! , is - 1.00. Calculated values for the components of each 
ot the Xij values arc presented graphically in Fig. 7. The CF 
(225) from the analysis of variance compi~tacion is equal to 
the nine p's squared and surnmed (9 x 52 = 225). The treat- 
ment SS of 54 is equal to the individual treatment effects 
squared and summed (-3.002 + -3.002 + -3.00' + 3.00: + 
3.002 + 3.00" 0.0O2 + 0.00' + 0.00' = 54). The block SS of 
2.67 is equal to the individual block effects squared and 
summed (0' t O2 + O2 + 0.h72 + 0.67' + 0.67' + -0.67' + 
-0.672 + -0.672 = 2.67). The error SS of 3.33 is eq~lal to the 
nine Eij'~ squared and summed (-1 .002 + 0.33' + 0.67' + 
1.002 + -0.672 + -0.332 + 0.002 + 0.33' + -0.33' =3.33).  

Are the differences among blocks and treatments signifi- 
cant in comparison with the uncontrolledvariability or error? 
The null hypotheses would be that there are no dil'ferences 
among treatments or among blocks. In order to test the null 
hypotheses, the treatment SS. the block SS. and the error SS 

are divided by the appropriate df to  get the MS (Table 4. Fig. 
8). When the null hypotheses are not true, the treatment MS 
contains the error effect plus the treatment effect. and the 
block MS contains the error effect plus the block effect. The F 
test for treatments is the treatment MS divided by the error 
MS. whereas, the F test for blocks is the block MS divided by 
the error MS. In the present example. calculated F was 32.53 
for treatments and 1.60 for blocks. With 2 and 4 df, a n  F of 
4.32 is requiied for significance and a value of 6.94 is required 
before the differences are considered to be highly significant. 
Since the calculated F for treatments exceeds 6.94, differ- 
ences of these magnitudes would be expected to occur less 
than 11 100 due to chance. and the null hypothesis would be 
rejected. The calculated F of 1.60 for replications indicates 
that there likely are no real differences among blocks, and the 
null hypothesis would be accepted. 

The highly significant F for treatments indicates that there 
are differences among the three treatment means. It follows 
that the lowest mean is expected to be different from the 
highest mean (2 vs 8 in Table 3). but these means may or may 
not be different from the intermediate mean of 5. This 
question can be answered through the appropriate use of 
individual degree of freedom comparisons or through the use 
of mean separation teclmiques. 

Assumptions of the Analysis of Variance - Use of the 
analysis of variance is appropriate only when tile basic 
assumptions are met. The linear or additive characteristic of 
the model is important. In the model, Xij = p  +Ti  + Pj + Eij, p is 
usually positive and it is assumed that each of the other com- 
ponents adds either a positive or a negative effect. I f  any of 
the effects contribute a multiplicative effect, the analysis of 
variance is not appropriate. Additivity of treatment effects 
implies that the change in response from treatment to treat- 
ment is a fixed (additive) amount and not a product or ratio. 
Tile same is true for additivity of replication or block erfccts. 
Logarithmic and other types of transformations can be used 
to change niultiplicative into additive effects. 

The second assumption concerns the individual Eij's of tlie 
model. The ~ i j ' s  are assumed to be random. independent, and 
normally distributed about a zero mean. Randomness and 
independence are related and will be considered together. 
Since experimental areas or environments vary, treatments 
applied on adjacent experimental units are compared with 
greater precision than those applied to more widely separated 
experimental units. When measuring biological responses, 
those measurements made at about the same time are likely to 
vary less than those made over a longer period of time. Sub- 
jective evaluations made by the same person will likely vary 
less than evaluations made by two or more persons. If the 
errors are to be independent. the location of treatments in the 
experitne~ltal area, the sequence of measurements. and the 
division of treatments to  be evaluated by different people 
must be dctcrmined through a random process. These are only 
three of many known and unknown (to the experimenter) 
reasons why rando~nization is necessary to insure independ- 
ence of errors. 

The ~ i j ' s  are also assumed to have a normal distribution 
with a mean of zero. If frequency is plotted against magnitude 
of the Eij'~. the resulting curve should be symmetrical and bell 
shaped. Tlle most frequent class would be zero. Since the 
number and magnitude of the positive Eij's should equal the 
number and magnitude of the negative Eij's, the sun1 and mean 
of the Eij'~ arc expected to equal zero. When the Eij's are not 
normally distributed. logarithmic, square root. or other trans- 
formations may be used to make the ~ i j ' ~  more normally dis- 
tributed. 
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When tlie Eij's for the  observations within a treatment are 
squared and summed. the resulting value is the error variance 
for that treatment. The error mean square o r  variance in tlie 
analysis of variance is an average error which comprises the 
contribution from each of the trcatments being compared. It 
is assumed that the error variances contributed by the treat- 
ments being compared are homogeneous. Nonhomogeneous 
error variances may be encountcrcd in comparisons of' filngi- 
cides, herbicides. etc.. when the trcatments differ in effective- 
ness. For example, if a number of I~erbicides are being com- 
pared for their cffectivencss in killing weeds. the within varia- 
bility for the more effective treatnientsis likely to be less than 
the within variability for the lesseffective treatments. In such 
euperinic~its the treatment error variances are not likely to be 
honioge~ieous. In the analysis ofvariance the treatment means 
are compared to  see whether they are likely to be the same o r  
different, but Lhe treatment variances are assurned to be tlie 
same. 

For most biological data the ;issumptions underlying the 
analysis of variance are not completely fulfilled. Using the 
analysis of variance when the assumptions are invalid usually 
increases the frequency of rejection of the null hypothesis 
when it is true. Therefore. conclusions should be regarded as 
approximate rather than exact. 

Summary 
The analysis of variance is a widely used procedure for 

analyzing biological variation. T l ~ e  researcher wants to know 
whether variation due to  controlled factors is meaningful in 
t e r m s  o f  t h e  uncontrol led  variability. Each biological 
measurement in an experiment reflects these controlled and 
uncontrolled effects. In the corr~pletely randorilized design. 
the variability is divided into among treatments and within 
t r e a t m e n t s  o r  error. In the randomized complete block 
design. the variability is allocated to blocks. treatments. and 
error. After the variability (sums of squares) has been divided 

I Among treotmant I 

I Within  t r e o t m r n t  I 

1 3  

T2 

13 

12 

1 1  

72 

S S = 6 

Fig. 2. The unadjusted SS minus the CF  equals the adjusted SS 

Fig. I .  A randomized arrangement of three treatmen ts (TI  , 
T 2 ,  Tj 1. cacti replicated three times in a completely random- 
ized design. Each block is an experimental unit. 

13 

1 1  

1 1  

by tlic appropriate degrees of freedom, the test of significance 
(F) involves a ratio of thc treatment o r  block mean squares 
dividcd by tlie error mean square. F-tables are used t o  provide 
a know11 probability basis for accepting o r  rejecting the null 
hyr>othcsis. - .  

Appropriate use of the analysis of variar~ce procedure 
depends upon a number ol' assumptions. Tllese include: 
additivc el'fccts: randomness, independence, and normality of 
errors; 31id lioliiogeneity 01'trcal1~ient variances. 
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Fig. 5. A randomized arrangcnlcnt of three treatments ( T I .  
'rz, and TT, ) in each block of a randornizecl complerc block 
design. Each block is an experimental unit. 
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Fig. 7. Xij = + 'Ti +Dj + Eij for randomized complete block 
design. 
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Fig. 8. The total number of observations minus one for the CF 
restriction equals the total df which is divided into treatlncnt. 
block. and error df. 
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Table 1.  llypothetical data and syri~bols for three treatments 
and thrce replications in I completely randomized design' . 

- 

1 2 3 

Observed Observed Observed 

value Symbol Symbol value  value Symbol 

3 X l l  5 x21 7 X31 

4 x12 7 X22 a X32 

Fig. 6. The unadjusted SS minus the CF equals the adjusted SS 
5 X13 6 X23 9 X33 

which is divided into the treatment, block, :tnd error SS. sm 12 xl. 18 x2. 24 
x3. 

' ~ h c  grand total, X . . , is54 and thc overall mean is6. 



Table 2. Analysis of variance for completely randomized Table 4. Analysis of  variance for randomized complete block 
design. design. 

Botuw of Degree8 of Sum of Mean Source of Degrees of Sum of Hean 

r u i a t l o a  freedom squares squares F variance freedom squares squares P 

Within trwtmnta 6 6 1 
(Error) 

**Indicates significance at the .O1 level of  probability. 

Table 3. I-lypothetical data and symbols for three treatments 
a n d  t h r e e  replications in a randoniized complete block 
design1 . 

Obncrvrd O b a r ~ d  Observed I l c p l f c n i f o n  

& p l i c r r ! m  " d u e  Symbol value 5-1 value Symbol Sum Snbol Hean S m b o l  

1 1 X l 1  9 X21 5 X j l  I 5  1 . 1  S - M  1 . 1  

2 3 X12 8 Xz2 6 X 3 ~  1 7  X > Z  5.67 X.2 

3 2 Xu 7 4 X j j  13 X 1.33 X.3 

Trcratr;lt s i n  6 X1. 24 X2. 15 X3. 

heamn: r a n  2 XI. 8 X2. 5 X j -  

l ~ h e  grand total, X . . , i s  45 and the overall raean is 6. 

Total 8 60.00 

Treatments 2 54.00 27.00 32.53** 

Blocks 2 2.67 1.33  1.60- 

Error 4 3.33 0.83 

**Indicates significance at ihc .O1 lcvel of probability. 
"'Nonsignificant at the .05 level of probability. 

K L I E J U N A S  
John Kliejunas will be graduating from tlie University 

of Wisconsin in June 1971 with a Ph.D. in Plant 
Pathology. He is interested in a teaching and/or research 
position in forest pathology or plant pathology. A 
resume is on file with the editor. 

. * 

Ensminger-Interstate Distinguished Teacher Award 
1970 

The establishment of the Annual Ensrninger-Interstate pedagogical activities; attracts. involves and 
Distinguished Teacher Award of $1,000.00 and a plaque along intellectually stiniulates students: keeps himself 
with the selection criteria were announced in the NACTA current in both his subject matter and teaching 
Journal. March 1969. pages 16-1 7. The following selection techniques: and is sincerely dedicated to the 
criteria includes the slight modification of October 2. 1969. search for truth and expanding knowledge 

I. The recipient to be selected shall: and recognizes as legitinlate and encourages 
A. Be a NACTA member in good standing for at least similar dedication among his colleagues. A 

one year prior to receiving the Award. c o m p l e t e d  "Teacher Evaluat ion b y  
B. Be participating in a program in whicli the Administrative Officer" will be submitted in 

effectiveness of his teaching is being or has been addition to other evidence including statements 
evaluated by his students. This can be either by colleagues. 
1. The NACTA teacher evaluation program. See 2. A letter evaluating his teaching effectiveness 

the report of the Teacher Evaluation and from a student honor society (or equivalent) of 
Recogni t ion  Committee (hereafter the his institution (Delta Tau Alpha. Alpha Zeta. 
Committee), NACTA Journal, June, 1968; or ctc.) 

2. A formal system such as may be functioning in 3. A completed "Teacher Evaluation by Alumni" 
his Institution; results to be included in his fo rm with a n y  appropriate additional 
dossier. comments fro111 cacll of five ~ 1 1 0  arc not now 

C. Be now primarily engaged in classroom teaching enrolled in his school but who have previously 
and f o r  at least five years previously have been sc been enrolled in his classes. 
professio~ially involved. 4. -4 written statement by the teachcr identifying 

D. Have his administrative officer (department head his philosophy of teaching and how he makes it 
or dean) prepare a dossier of evidences that would effective. 
establisli Ilini as an outstanding teacher arid place 5. Other pertincnr material. 
three copies in the hands of the Conlnlittee 11. Final selection will be made by an ad hoc conimittee 
chairman (Dr. E. Grant hloody, Agriculture to be appointed by the NACTA President. the 
Division, Arizona State University. Tempe. 8528 1) Committee chairman to serve as ex officio. 
three months before the NACTA annual meeting 111. This award will be presented to any individual only 
(or April 18, 1971). This dossier should include once. 
but is not limited to: IV. Modification of these criteria in future years niay be 
1 .  An evaluation of the applicant's qualifications niadc by the Committee with approval of the NACTA 

as a ~eacher which will indicate the extent to Executive Committee and in consultalion with the 
wliic11 the teacher makes himself available for Donor. 
student counselling. advisory and other 
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